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Abstract—The advent of wearable devices introduces many opportunities with unconventional computing paradigms. In this work, we investigate energy-efficient designs of an augmented-reality application, FaceReminder, on a VUZIX Blade® smart glass by exploiting its unique see-through display and on-board camera. Powered with well-known facial recognition techniques, FaceReminder aims at helping people with prosopagnosia (i.e., face blindness) or short-memory of face-name connection by showing the names of the person on the see-through display. To cope with the limited resources (especially battery) of the smart glass, we explore designs that offload portion of the computation in facial detection and recognition to another mobile device (e.g., smart phone), which pairs with the glass via Bluetooth. Several optimization techniques, such as resolution adjustment and cropping, have been investigated to improve the latency and energy efficiency with reduced image sizes. We implemented FaceReminder and empirically evaluated its accuracy, latency and energy consumption of the major steps (including photo taking, resizing/cropping, Bluetooth transmission, facial detection and recognition). Compared to the baseline Glass-Only design, the most efficient Paired Glass-Device design with photos of reduced resolution and MTCNN facial detection technique can reduce the average latency by 73% and energy consumption by 78.9% (i.e., about 5X battery life improvement) while maintaining more than satisfactory 80% recognition accuracy.

I. INTRODUCTION

The advancement of technology and its miniaturization have enabled the incorporation of computing in many unconventional devices. In particular, many wearable devices have been developed in the recent past, such as smartwatches, fitness trackers, smart clothing, head-mounted displays and smart glasses, which introduce unprecedented opportunities for applications in sports, well-being and healthcare [1], [2]. In this work, focusing on a recently released VUZIX Blade® smart glass [3], we investigate the energy efficient designs of an augmented-reality (AR) application, FaceReminder.

Although many face recognition apps have been developed for smart phones [4], none of them works for the smart glass. Very recently, by integrating the VUZIX Blade® smart glass with a powerful mobile server, an AI-powered face recognition system has been developed [5], which can help law enforcement officers and security guards to screen the crowd and match faces against a database of violators, missing people or suspects. Following the same principle, FaceReminder aims at helping people with prosopagnosia (i.e., face blindness) or short-memory of face-name connection through analyzing the photo taken with the embedded camera of the glass in real-time and showing the resulting names of family members or old friends on its see-through display.

The key technology that empowers FaceReminder is facial detection and recognition, which has been studied for decades with many well-known algorithms being developed [6], [7], [8]. In general, there are two major steps in identifying a person in a photo: facial detection and facial recognition. Here, facial detection tries to find the region of interest (ROI) in an image that contains a face (such as the Haar-Cascade Classifier based technique [9]). Then, the facial recognition step normally involves the comparison of the face in the ROI against a set of known faces to identify the person (e.g., FisherFace [10], Local Binary Pattern [11] and Eigenfaces technique [12]). Recently, with the development of machine learning techniques with various neural networks, many efficient deep facial detection/recognition techniques have been developed [13], including the facial detection with Multi-Tasking Cascading Convolutional Neural Network (MTCNN) [14].

The smart glass has its on-board computing components [3] and can perform the facial detection and recognition task in-place, which enables the Glass-Only design of FaceReminder. However, the computational intensive process of facial detection and recognition [9], [12] can quickly deplete its small battery capacity and reduce the operation time of the glass. Therefore, the major challenge in designing FaceReminder is to improve its energy efficiency and extend the battery lifetime. Note that, workload offloading techniques have been widely exploited to address the issue of constrained resources (such as battery capacity) in mobile devices [15], [16], where the computation heavy tasks are normally offloaded to clouds and/or servers in data-centers [17]. In this work, to tackle the strict Size, Weight and Power (SWaP) constraints of the smart glass that has significantly limited its computing power and battery capacity [3], we also explore workload offloading techniques to improve its operation time. Specifically, via Bluetooth connection, the glass will be paired with another mobile device (e.g., smart phone) that has a much larger battery capacity with the Paired Glass-Device design.

With communication of the glass and device via Bluetooth being considered, there are clear trade-offs between computation and communication on their latency and energy efficiency that have to be carefully evaluated, as in the classical workload
offloading scenario [17], [18]. In particular, to reduce the amount of data (i.e., the size of photos) to be transmitted from the glass to the device via Bluetooth, several optimization techniques, such as resolution adjustment, cropping and resizing to reduce photo sizes, have been considered. The associated costs and benefits in latency and energy efficiency improvement from the reduced image sizes have to be evaluated. More importantly, to obtain a satisfactory facial recognition accuracy, the impacts of the image size reduction techniques on the resulting accuracy need to be carefully evaluated as well before deploying them in the designs of FaceReminder.

In this work, by considering various facial detection and recognition algorithms, offloading and image size reduction optimizations, several designs of FaceReminder have been investigated. First, as the baseline design, the Glass-Only approach performs all necessary computation of facial recognition on the VUZIX Blade® smart glass with its on-board computing cores. To improve its performance in latency and energy efficiency, different resolutions of the photos have been considered through resolution adjustment.

Then, with offloading technique being considered, the Paired Glass-Device design explores the computational capability of another mobile device to improve the energy efficiency on the smart glass. Here, to reduce the amount of data being transmitted which also takes time and consumes energy, in addition to resolution adjustment, the photos can be cropped on each side with the assumption that the Region-of-Interest (ROI) of the face normally appears in the center as the focus. Moreover, to further reduce the latency of facial detection and improve its efficiency while obtaining reasonably accurate detection result, we exploited a pre-trained MTCNN model that was converted for use in Tensorflow [19].

FaceReminder has been implemented for both Glass-Only and Paired Glass-Device designs with various optimization options. Through the empirical study with extensive experiments, we evaluated the performance of various designs and identified the most efficient option in terms of latency and energy efficiency. Our results show that, the Glass-Only design can take almost 10 seconds to process one photo with the native resolution. Without resolution adjustment, although the Paired Glass-Device design can reduce the average energy consumption per photo by 12.7%, it increases the latency by 48% due to the additional Bluetooth transmission delay. With proper resolution adjustment, both designs can significantly reduce (up to 2/3) the average latency and energy consumption per photo. By incorporating the fast facial detection with MTCNN model, the most efficient Paired Glass-Device design shows 73% and 79% reduction in average latency and energy consumption per photo, respectively.

The contributions of this work are summarized as follows:

- First, FaceReminder (an augmented-reality application) is designed for the VUZIX Blade smart glass considering its unique features. Both Glass-Only and Paired Glass-Device with offloading designs are considered;
- Second, several optimization techniques (such as resolution adjustment, cropping and MTCNN for efficient facial detection) are incorporated into FaceReminder to improve its latency and the energy efficiency;
- Third, through empirical study with extensive experiments on the major steps of FaceReminder, we discovered the key points to obtain its most energy efficient design;
- Finally, we have implemented FaceReminder with several design approaches and evaluated their performance experimentally. The results show that, while maintaining satisfactory facial recognition accuracy, the Paired Glass-Device with MTCNN approach can achieve significant reductions for both latency and energy consumption.

The remainder of this paper is organized as follows. Section II presents the preliminaries and discusses the overview of FaceReminder. The empirical study of facial recognition accuracy, latency and energy consumption of major steps of FaceReminder are discussed in Section III. Section IV presents the two basic designs of FaceReminder and their experimental results. The energy-oriented advanced designs with cropping and MTCNN are discussed in Section V. Section VI concludes this paper and points out our future work.

II. FACEREMINDER: OVERVIEW AND PRELIMINARIES

To help people with prosopagnosia (i.e., face blindness) or those with short memory of face-name connection, two features are needed for devices running FaceReminder: a camera to take a photo of the ‘forgotten’ person (usually in front of the user), and a component (normally video or audio) to deliver the facial recognition result to the user. An ideal device for FaceReminder should have these two features be as less intrusive as possible with a nature and seamless interface to minimize the disturbance of normal inter-person interaction and conversation.

In this section, we first present the recently released VUZIX Blade® smart glass [3] and discuss its unique features that naturally fit the need of FaceReminder. Then, the preliminaries of facial detection/recognition are reviewed. Finally, the overview and major steps of FaceReminder are discussed.

A. VUZIX Blade Smart Glass

<table>
<thead>
<tr>
<th>TABLE I: Specifications of the glass vs. tablet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass</td>
</tr>
<tr>
<td>VUZIX Blade Smart Glass</td>
</tr>
<tr>
<td>Galaxy TAB E 9.6 (T560NU)</td>
</tr>
</tbody>
</table>

As illustrated in Figure 1, the VUZIX Blade® smart glass has a unique see-through display with 480X480 resolution and 24 bit color [3]. Such transparent display makes it less intrusive compared to other projection based display devices for smart glasses, such as the optical head-mounted display for Google glass [20]. It is ideal for FaceReminder to deliver the facial recognition result. In addition, the front-faced 8 megapixel camera embedded in the glass satisfies another requirement and makes the smart glass a nature fit for FaceReminder. Moreover, Table I shows other specifications of the
smart glass, including on-board computing components (such as CPUs/GPU and memory) and battery capacity.

The on-board computer of the smart glass runs Android and can perform the facial detection and recognition for FaceReminder in-place, which enables its Glass-Only design option as discussed further in Section IV-A. However, the battery capacity of the glass is very limited. The 470mAh (with 3.7V) specification gives the total energy of 6260.4 joules, which is only a fraction (from less than 1/10 to about 1/6) of the normal battery capacity of a smartphone or tablet. The computation intensive facial detection and recognition task can quickly deplete its battery with much reduced operation time of the glass.

For its connectivity, the glass is equipped with both Bluetooth (4.1BR/EDR/BLE) and Wi-Fi (2.4Ghz 802.11 b/g/n). With the Bluetooth connection, we can easily pair the glass with a mobile phone or tablet, which generally has a much larger battery capacity (from 3400mAh to 5000 mAh). For comparison, the specifications of the tablet (Samsung Galaxy TAB E 9.6, T560NU, released in 2015) that we used in the experiments are also shown in Table I. As shown in Section IV-B, with the workload offloading technique, the photos can be transmitted to the tablet to perform the facial detection and recognition task to reduce the energy consumption of the glass and extend its battery lifetime.

B. Facial Detection and Recognition

FaceReminder relies on accurate facial detection and recognition, where the related topics have been studied for decades with many well-known techniques being designed and developed [7], [13]. Note that, the main focus of this work is to explore design options of FaceReminder to improve the energy efficiency of FaceReminder and extend the operation time of the smart glass rather than design and develop new facial detection and recognition algorithms. Therefore, we adopted the well-known classical facial detection and recognition algorithms that have been implemented in the OpenCV library for Android platforms [21], [22].

**Facial Detection:** First, for facial detection, we considered the Haar-Cascade Classifier (HCC) algorithm [9], which has been implemented in OpenCV. It is an object detection algorithm with several pre-trained models, including the one to detect faces in an image. For a given image, the facial detection algorithm will find a set of bounding boxes in the image within which faces have been detected. In this work, focusing on the scenario of one-to-one conversation with the objective to identify a single person in an image, we assume the largest Region of Interest (ROI) contain the target face with its bounding box being returned.

From our experiments, we found that facial detection with the Haar-Cascade Classifier based algorithm is quite computational intensive and can take almost half of the processing time. To improve the facial detection efficiency, we further incorporated a recent studied detection algorithm with the Multi-Tasking Cascading Convolutional Neural Network (MTCNN) [14]. In particular, we utilized an Android implementation of MTCNN [19], where the software package uses Tensorflow [23] and a pre-trained MTCNN model (based on two datasets: WIDER FACE [24] and CelebA [25]) for facial detection. As shown later in the evaluation results, MTCNN can result in much more accurate ROI for photos with even the lowest resolution, and thus can improve the efficiency of facial detection.

**Facial Recognition:** Once the ROI of an image that contains face is detected, the next step is to identify the person through facial recognition. In the OpenCV library, several classical facial recognition algorithms have been implemented, including EigenFaces [12], FisherFace [10] and Local Binary Pattern [11]. In this work, we utilized the EigenFaces algorithm as it shows relatively high recognition accuracy. In the OpenCV implementation, once the ROI is found, the image is cropped, resized and converted to a 100x100 gray-scale, which is then feed to EigenFaces recognition algorithm to identify the person (if known). To work with EigenFaces algorithm, several photos of each known person are needed to pre-train a recognition model offline. In our experiments, for each known
person, we used five photos to train the model (see Section III for details).

C. Overview of FaceReminder

Figure 1 illustrates the overview of FaceReminder and its major steps in both Glass-Only and Paired Glass-Device designs. As shown in the figure, the first step is to take a photo of the person who is assumed to be in front of the user as in the normal one-to-one conversation scenario. Then, if needed, the photo will be pre-processed to reduce its size by adjusting the resolution and/or cropping off its margins. For the Glass-Only design where all computation is expected to be processed on the smart glass, the (pre-processed) photo will be fed to the facial detection algorithm to find the ROI and its bounding box. In the end, the facial recognition algorithm takes the converted ROI portion of the image and identify the face with a pre-trained model of known persons, where the name of the person (if found) will be shown on the see-through display of the smart glass.

For the case of Paired Glass-Device design, where the glass is paired with another mobile device (smart phone or tablet) via Bluetooth connection, the (pre-processed) photo will be transmitted to the device. After the device receives the photo, it will be processed with similar steps of facial detection and recognition on the mobile device. The resulting names (for recognition if found) or the ROI’s coordinates (for MTCNN detection) will be send back to the smart glass (see Section V-B for more details).

III. Empirical Study: Latency, Energy and Accuracy

In order to devise the most energy efficient design for FaceReminder, we conducted an empirical study with extensive experiments on the latency and energy consumption for its major steps. Such an empirical study will provide us insightful ideas on what are the best optimization options to be deployed for energy efficiency and latency reduction. In what follows, to ensure the resulting recognition accuracy of FaceReminder, we first present the accuracy results of the adopted facial detection and recognition algorithms with various optimization options being considered.

A. Accuracy of Facial Detection and Recognition

In our experiments, we collected 760 photos of more than 50 persons (friends and co-workers) using the embedded camera of the smart glass, where at least 10 photos have been taken for each person. These photos will represent similar conditions when FaceReminder is actually deployed, and avoid possible discrepancy for results when other known photo data sets are utilized. For facial recognition with EigenFaces [12], five photos for each person were used to built the known-person database and model offline. The remaining photos are used for evaluating the accuracy of facial detection and recognition.

The native resolution of the photo taken with the smart glass’ camera is 3264X2448, which results in the size of a photo in JPEG to be around 5MB. To reduce the size of the photo for efficient facial detection and recognition, we considered three different reduced resolutions: 2048X1536, 1600X1200 and 640X480. Table II shows the accuracy of the adopted Haar-Cascade Classifier facial detection and Eigen-Faces recognition for photos with different resolutions.

From the table, we can see that the detection accuracy for the photos with native resolution is 89% (that is, on average, 89 out of 100 photos where a valid ROI can be found). The detection accuracy remains almost the same for photos with two reduced resolutions, which is 90% and 88% for 2048X1536 and 1600X1200, respectively. However, for photos with the lowest resolution 640X480, the facial detection with the Haar-Cascade Classifier algorithm has only 61% accuracy, which makes it unsuitable for FaceReminder.

Once a valid ROI is found in a photo, the facial recognition with Eigenfaces algorithm has accuracy of more than 90% for all resolutions. That is, for more than 9 out of 10 photos with a valid ROI, it can correctly identify the person’s name. Therefore, the combined detection/recognition accuracy for photos with the tree higher resolutions is no lower than 80%, which is considered to be satisfactory. However, for the photos with the lowest resolution 640X480, the combined detection/recognition accuracy can be as low as 55%, which is not satisfactory. Therefore, in the remaining experiments, we will focus on the three higher resolutions (except for MTCNN as explained below).

Resizing with Cropping: The facial detection with the Haar-Cascade Classifier algorithm is very computation intensive and can take almost half of the total processing time. Given that the detection process heavily relies on the size of the photo, we can crop the margins on all sides with the assumption that the ROI of the face most likely appears in the center of a photo. The more margin being cropped off, the detection can be more efficient, which however may cause reduced detection accuracy. As shown in Table II, by cropping the margins of 10% on each side (where the resulting photo size is only 64% of the original photo with 36% reduction), the detection accuracy is affected by only 2%. However, cropping 15% or more can lead to significantly reduced detection accuracy.

MTCNN for Detection: To further improve the detection efficiency as well as the accuracy for photos with low resolutions, we incorporate facial detection with the MTCNN implementation [14], [19], where the evaluation results are also shown in Table II. It is interesting to see that, the impact of the photo’s resolutions on the accuracy of facial detection with MTCNN has much less differentiation. Even for photos with the lowest resolution, the detection accuracy can be as high as 88%. However, the adopted MTCNN is implemented on Tensorflow [23] that utilizes GPU extensively. In this work, we consider MTCNN in the Paired Glass-Device design and run it on the tablet only.

B. Major Steps of FaceReminder: Energy and Latency

Next, we evaluate the energy consumption and latency for the major tasks of FaceReminder. First, for energy, we focus on improving the energy efficiency on the smart glass only,
where the energy consumption of the tasks on taking photo ($E_{\text{photo}}^G$) and processing photo for detection and recognition on the glass ($E_{\text{DR}}^G$) are experimentally evaluated. To incorporate the workload offloading technique, the energy consumption of the glass ($E_{\text{bt}}^G$) for transmitting photos via Bluetooth to a mobile device has been evaluated as well.

Here, for offloading experiments, we utilized a Samsung Galaxy tablet, where its specifications on CPUs/GPU, memory and battery are also shown in Table I. Clearly, the battery capacity of the smart glass is only about one-tenth (1/10) of that of the tablet. Even for smart phones that normally have their battery capacity in the range of 3400mAh to 4200mAh, the battery capacity of the smart glass is still comparatively much smaller and thus will be our focus to manage.

Similarly, the latency of the tasks on taking photo ($t_{\text{photo}}$), processing photo for detection and recognition on the glass ($t_{\text{DR}}$), and transmitting photo via Bluetooth to a mobile device ($t_{\text{bt}}$) has been experimentally measured. In addition, the latency of processing facial detection and recognition task on the mobile device ($t_{\text{bt}}^G$) is also examined.

Given the limited interface to interact with the smart glass, it is difficult to directly measure its power/energy consumption with a power meter. Instead, we exploit the system utility that reports the remaining battery capacity, from which we can derive how much energy has been consumed by certain operations. Specifically, for each major task as mentioned above, the smart glass is programmed to repeatedly execute the task until 50% of the battery capacity is utilized, which corresponds to the total energy consumption being 6260.4/2 = 3130.2 joules. Then, based on the number of photos being processed with the total consumed energy, the average energy consumption for the task to process a single photo can be calculated.

For these experiments, the times (i.e., latency) of the considered task to process each photo are also recorded using a system timer (that has the resolution of milli-seconds). At the end, from the collected execution times of the task to process all the photos, the average latency (i.e., processing time) of the task can be derived accordingly. In the experiments (except for the task of taking photos), the photos are pre-loaded to the smart glass with proper resolution adjustments (if needed). Then, the testing photos are retrieved one by one repetitively to evaluate a given task until the target battery capacity is reached.

The evaluation results are shown in Table III. Here, in addition to the native resolution (3264X2448), the other two reduced resolutions (2048X1536 and 1600X1200) aiming at reducing the size of photos have been considered. Recall that, for the lowest resolution (640X480), the resulting facial detection/recognition accuracy is too low (see Table II) and it is not considered in the experiments.

First, for the task of taking photos with the smart glass’ embedded camera, the average latency (see column 2) is 0.88 second to get a JPEG photo with the native resolution (3264X2448). However, to obtain a photo with lower resolutions (such as 2048X1536 and 1600X1200), additional time is needed for the compression where the average latency is increased to 1.5 and 1.7 seconds, respectively. Correspondingly, the average energy consumption for taking a photo is shown in the fifth column, where the numbers are 1.59J, 2.83J and 2.84J for the considered three resolutions, respectively.

Second, for the task of facial detection and recognition on the smart glass, its average latency is shown in the third column. Here, for photos with the native resolution (3264X2448), it takes around 8.71 seconds and detailed analysis shows that majority of the time is used for facial detection to find the ROI of a target face with the Haar-Cascade Classifier (HCC) algorithm [9]. When the resolution of a photo is reduced, the search space for facial detection becomes much smaller. The average latency can be significantly reduced to 3.35 and 1.82 seconds for the resolutions of 2048X1536 and 1600X1200, respectively. With reduced processing time, the energy consumption of facial detection/recognition on the smart glass (see the sixth column) can also be reduced remarkably for photos with lower resolutions. Here, the numbers for the three resolutions are 16.13J, 8.4J and 4.82J, respectively.

Next, to support workload offloading, the average latency of transmitting a photo via Bluetooth to the tablet is shown in the 10th column. Not surprisingly, the transmission time of a photo directly depends on its resolution, where lower resolutions mean smaller photo sizes, which lead to reduced

### Table III: Average latency and energy per photo for the two designs of FaceReminder: Glass-Only vs. Paired Glass-Device

<table>
<thead>
<tr>
<th>Resolutions</th>
<th>Glass-Only (t in seconds, E in Joules)</th>
<th>Paired Glass-Device (t in seconds, E in Joules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolutions</td>
<td>$t_{\text{photo}}$</td>
<td>$t_{\text{DR}}$</td>
</tr>
<tr>
<td>3264X2448</td>
<td>0.88</td>
<td>8.71</td>
</tr>
<tr>
<td>2048X1536</td>
<td>1.50</td>
<td>3.35</td>
</tr>
<tr>
<td>1600X1200</td>
<td>1.70</td>
<td>1.82</td>
</tr>
</tbody>
</table>
latency. For the native resolution (3264X2448), it takes 6.18 second on average to transmit one photo, where the latency can be significantly reduced to 2.12 and 1.33 seconds for the resolutions of 2048X1536 and 1600X1200, respectively. Correspondingly, the average energy consumed to transmit a photo for the three resolutions are 13.88J, 5.03J and 3.05J, respectively, (as shown in the column 14).

Finally, when the facial detection/recognition is offloaded to the tablet, its latency is shown in the column 11. For each resolution setting, the processing time is slightly improved compared to having the smart glass to perform the same task.

IV. Glass-Only vs. Paired Glass-Device

From the empirical study in the last section, we can see that the resolution of photos will have a great impact on the performance of FaceReminder in terms of its latency and energy efficiency on the smart glass. In addition, although offloading the task of facial detection and recognition to a mobile device can increase the latency due to the additional photo transmission time via Bluetooth, it can improve the energy efficiency on the smart glass. In this section, we compare two basic designs of FaceReminder: Glass-Only vs. Paired Glass-Device, where the second design incorporates the workload offloading technique.

A. Glass-Only Design: Resolution Adjustment

Glass-Only with Native Resolution (Baseline): First, we consider the Glass-Only design that performs all necessary processing on the glass. In particular, for the case of utilizing photos with the camera’s native resolution (3264X2448), it is considered as the baseline design of FaceReminder.

The baseline’s total latency and energy consumption to processing one photo on the smart glass are also shown in Table III (see columns 4 and 8, respectively). Here, the baseline design takes on average 9.59 seconds in total to process a single photo, which is unbearably slow. Moreover, it takes on average 17.72J to process one photo. Assuming that FaceReminder runs consecutively to process photos for scenarios where the user meets different persons in a meeting or a party gathering. With the baseline design, the glass can only process 353 photos in total with its full battery capacity (6260.4J). This translates to an operation time of only 56 minutes, which is significantly less than the specified battery life of 8 hours [3].

Optimization with Resolution Adjustment: From the results of the experimental study in the last section, the first optimization technique for improving both energy efficiency and latency of FaceReminder is to reduce the resolution of the photos to be processed. Here, by reducing the photo resolution to 2048X1536, the total processing time (i.e., latency) of FaceReminder can decrease to 4.85 seconds with 49.4% improvement over the baseline (columns 4 and 5 of Table III).

For energy (see columns 8 and 9), it is reduced to 11.23J for processing one photo on average with an improvement of 36.6%. With the even lower resolution of 1600X1200, the average latency and energy consumption to process a single photo can be further reduced to 3.52 seconds and 7.66J, which are improved by 63.3% and 56.8%, respectively, over those of the baseline design. With reduced energy consumption, more photos can be processed with longer operation time. For instance, for the resolution of 1600X1200, the smart glass can process 817 photos in total with its full battery capacity. Assuming that a photo is taken every 10 seconds (similar to the baseline’s latency), the operation time can increase to 136 minutes, a 2.4X improvement over the baseline.

B. Paired Glass-Device Design: Workload Offloading

It has been well-known that the task of facial detection and recognition is rather computationally intensive and energy hungry [7], [13], which has also been confirmed in our empirical study (see Section III). Given the fact that the battery capacity of the smart glass is very limited [3], to further improve the energy efficiency of FaceReminder and increase the operating time of the smart glass, the second design Paired Glass-Device exploits the workload offloading technique, which follows a similar idea in traditional offloading studies [17], [18]. As illustrated in Figure 1, the basic idea of Paired Glass-Device is to offload the facial detection and recognition task to another mobile device (a smart phone or tablet) by exploiting its higher computational power and much larger battery capacity, which is similar to iFalcon [5].

Clearly, there is a trade-off regarding to energy consumption of processing a photo locally on the smart glass compared to that of transmitting the photo via Bluetooth to the mobile device. Fortunately, from our empirical study as discussed in the last section, it has been shown that transmitting a photo is relatively energy efficient compared to processing it locally on the smart glass.

As shown in the last two columns in Table III, for the Paired Glass-Device design utilizing photos of the native resolution (3264X2448), the total energy consumption on the smart glass to process one photo is 15.47J on average, which leads to 12.7% improvement compared to that of the baseline design. However, as the tablet has similar computation power and takes roughly the same time on the facial detection (with the Haar-Cascade Classifier algorithm [9]) and recognition (with the Eigenfaces algorithm [12]) task as that of the smart glass, the average latency for the Paired Glass-Device design increases to 14.22 seconds due to the additional photo transmission time via Bluetooth, which leads to a slowdown of 48.3% (columns 12 and 13).

When lower resolutions of the photos are considered for optimizations, the latency of FaceReminder can be much reduced due to reductions on both Bluetooth transmission time and the processing time of facial detection and recognition on the tablet. The average latency can be found as 6.26 and 4.63 seconds for the two reduced resolutions 2048X1536 and 1600X1200, respectively, which are still higher than those of the Glass-Only design.

However, the energy efficiency of FaceReminder with the Paired Glass-Device design can be improved with the average
TABLE IV: Advanced designs of FaceReminder: Paired-Cropping vs. Paired-MTCNN (both start with 3264X2448)

<table>
<thead>
<tr>
<th></th>
<th>(t_{\text{photo}})</th>
<th>(t_{\text{resize}})</th>
<th>(t_{\text{lat}})</th>
<th>(t_{\text{lat}}/t_{\text{tot}})</th>
<th>(t_{\text{tot}})</th>
<th>(t_3(%))</th>
<th>(E_3^{\text{tot _photo}})</th>
<th>(E_3^{\text{tot _other}})</th>
<th>(E_3^{\text{tot}})</th>
<th>(E_3(%))</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paired w. Cropping (10%)</td>
<td>0.88</td>
<td>0.39</td>
<td>2.43</td>
<td>4.68</td>
<td>8.38</td>
<td>-12.6</td>
<td>1.59</td>
<td>8.06</td>
<td>9.65</td>
<td>-45.5</td>
<td>80</td>
</tr>
<tr>
<td>Paired w. MTCNN</td>
<td>0.88</td>
<td>0.42</td>
<td>0.80</td>
<td>0.69</td>
<td>2.59</td>
<td>-73.0</td>
<td>1.59</td>
<td>2.14</td>
<td>3.73</td>
<td>-78.9</td>
<td>83</td>
</tr>
</tbody>
</table>

energy consumption per photo being reduced to 7.85J and 5.89J for the two reduced resolutions, respectively. These are 19.1\% and 10\% more energy reductions compared to those of the Glass-Only design. For the case of utilizing photos with the resolution of 1600X1200, the smart glass can process 1062 photos in total with its full battery capacity. Again, assuming that a photo is taken every 10 seconds, it leads to an operation time of 177 minutes, which is a 3.16X improvement over that of the baseline design.

V. OPTIMIZATIONS: CROPPING AND MTCNN

Note that, the task of taking photos has to be performed on the smart glass with its embedded camera, and its latency and energy consumption are rather fixed to get JPEG photos of different resolutions. Therefore, for the Paired Glass-Device design, to further improve its performance in both latency reduction and energy efficiency, we can either reduce the transmission time with even smaller photos or adopt more efficient facial detection and recognition algorithms on the mobile device as in iFalcon [5]. In this section, we first consider the photo cropping optimization that can lead to smaller photos to be transmitted. Then, the more efficient facial detection with MTCNN [14] is incorporated that exploits the GPU on the tablet.

A. Optimization with Cropping

Recall that, the empirical study in Section III shows that the facial detection is still relatively accurate with 10\% cropping on each side of a photo. Here, we consider only the case of photos with native resolution (3264X2448). With 10\% cropping on each side, the resulting photo will have the size of 64\% (i.e., 0.8X0.8\approx 0.64) as that of the original photo, which leads of an effective reduction of 36\% in photo size.

As shown in Table IV, with the resulting smaller photos from the cropping, the average transmission time is reduced to 2.43 seconds (compared to 6.18 seconds for transmitting the original photo). Moreover, the time for facial detection and recognition is reduced to 4.68 seconds (compared to 7.16 seconds for processing the original photo).

With the cropping time of 0.39 second on average, the total latency of the Paired Glass-Device design becomes to be 8.38 seconds on average, a reduction of 12.6\%. Moreover, the average energy consumption per photo is only 9.65J, an improvement of 45.5\% compared to that of the baseline. Finally, the overall accuracy of facial detection and recognition with cropping optimization is 80\% and satisfactory.

Although cropping can reduce the size of photos, such reduction seems to be not as effective as resolution adjustment. From the results in Table III, the average transmission times for photos with the two reduced resolutions are 2.12 seconds and 1.33 seconds, respectively, which indicate smaller photos can be obtained with the reduced resolutions. The cropping optimization could also be applied to photos with reduced resolutions and better latency/energy results could be expected for the Paired Glass-Device design. However, such combined optimization has to be carefully evaluated to ensure the resulting facial recognition accuracy be properly maintained.

B. Optimization with MTCNN on Device

From the last section, we can see that, even with the reduced resolution of 1600X1200, the facial detection and recognition on the tablet can still take around 1.6 seconds. Here, detailed analysis shows that majority of the time is used by the facial detection with the Haar-Cascade Classifier algorithm [9] and the Eigenfaces recognition algorithm [12] takes only a couple of milli-seconds. To get more efficient facial detection, we have adopted a more recently developed Multi-Tasking Cascading Convolutional Neural Network (MTCNN) [14] with its Android implementation [19] on top of Tensorflow [23], which can effectively exploits the GPU on the tablet.

Moreover, from Table II, it can be seen that the MTCNN based facial detection has excellent detection accuracy, even for photos with the lowest resolution of 640X480. This provides a great opportunity to exploit photos with much reduced sizes for faster transmission via Bluetooth. However, for photos with 640X480 resolution, the overall accuracy with performing both the MTCNN based detection and Eigenfaces recognition on the tablet will be lower than 80\%.

Therefore, to tackle this problem and achieve a satisfactory overall accuracy of 80\%, we separate the Eigenfaces facial recognition with photos of the native resolution (3264X2448) on the smart glass from the MTCNN based facial detection with 640X480 resolution photos on the tablet. Specifically, the mixed optimizations for the Paired Glass-Device design have the following steps (see Figure 1).

First, once a photo with the native 3264X2448 resolution is taken, a copy with the lowest resolution 640X480 is generated while keeping the original photo unchanged. Then, the lowest resolution photo copy with much reduced size is transmitted via Bluetooth to the tablet. On the tablet, the MTCNN based facial detection will take the photo with 640X480 resolution and find the ROI that contains a face. Instead of utilizing the content of the ROI for facial recognition on the tablet, the coordinates of the ROI are transmitted back to the smart glass via Bluetooth.

After that, the ROI coordinates will be converted to find the corresponding ROI in the original photo of the native resolution 3264X2448. Then, the ROI will be cropped, resized to 100x100, and converted to gray-scale for being use in the Eigenfaces facial recognition step [12], [21].
The evaluation results for the mixed optimizations with MTCNN for the Paired Glass-Device design are also shown in Table IV. Here, the overall average latency can be reduced to 2.59 seconds, which is an improvement of 73% over that of the baseline design. The breakdown of the latency includes the transmission time of 0.8 second for a photo with 640X480 resolution and 0.69 second of the MTCNN facial detection on the reduced resolution photo. With such a mixed processing of MTCNN based facial detection on tablet and Eigenfaces recognition on the smart glass, the resulting overall recognition accuracy from the experiments is shown to be 83%.

In terms of energy, the average energy consumption of the smart glass for processing one photo is only 3.73J due to the reduced transmission energy of photos with much reduced size. Compared to the baseline, the energy reduction reaches 78.9%. Similarly, the smart glass can process 1678 photos with its full battery capacity. This translates to an operation time of 280 minutes (again, assuming a photo is taken every 10 seconds), which is an improvement of 5X compared to that of the baseline design.

VI. CONCLUSIONS

By exploiting its unique see-through display and on-board camera of a recently released VUZIX Blade® smart glass, we designed and developed an augmented-reality application, FaceReminder. It aims at helping people with prosopagnosia (i.e., face blindness) or short-memory of face-name connection with the supporting of well-known facial detection and recognition techniques. To tackle the rather limited battery of the smart glass and find the most energy efficient design, we exploited several optimization strategies, including resolution adjustment and cropping for reduced photo sizes, workload offloading to another mobile device via Bluetooth, and efficient facial detection with MTCNN with GPU processing. For the two base designs: Glass-Only and Paired Glass-Device, we have implemented FaceReminder on the smart glass and a tablet with much larger battery capacity. From our empirical study on the latency and energy consumption of the major steps in FaceReminder, we identified the energy efficient optimization techniques, and have evaluated them through extensive experiments. The results show that, both resolution adjustment and cropping can effectively reduce the photo sizes and improve efficiency of FaceReminder. The most efficient Paired Glass-Device design with mixed optimization of reduced resolution and MTCNN facial detection technique can reduce the average latency by 73% and energy consumption by 78.9% (i.e., 5X battery lifetime improvement) while maintaining a satisfactory 80% recognition accuracy.

In our future work, we will explore more efficient facial detection and recognition algorithms, especially those based on deep neural networks (DNN), Moreover, given that taking photo can take about 50% overall time for the most efficient design, we will investigate schemes to further improve photo processing. For example, using raw bitmap instead of JPEG to avoid de/compression overheads.
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