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Abstract—
Predictive cloud resource management has been widely adopted to overcome the limitations of reactive cloud autoscaling. The predictive resource management is highly relying on workload predictors, which estimate short-/long-term fluctuations of cloud application workloads. These predictors tend to be pre-optimized for specific workload patterns. However, such predictors are still insufficient to handle real-world cloud workloads whose patterns may be unknown a priori, may dynamically change over time and may be irregular. As a result, these predictors often cause over-/under-provisioning of cloud resources. To address this problem, we create CloudInsight, a novel cloud workload prediction framework, leveraging the combined power of multiple workload predictors. CloudInsight creates an ensemble model using multiple predictors to make accurate predictions for real workloads. The weights of the predictors in CloudInsight are determined at runtime with their accuracy for the current workload using multi-class regression. The ensemble model is periodically optimized to handle sudden changes in the workload. We evaluated CloudInsight with various real workload traces. The results show that CloudInsight has 13%–27% higher accuracy than state-of-the-art predictors. Moreover, the results from trace-based simulations with a cloud resource manager show that CloudInsight has 15%–20% less under-/over-provisioning periods, resulting in high cost-efficiency and low SLA violations.


1 INTRODUCTION
Over the past decade, cloud computing has become a popular infrastructure for industry and research organizations due to its appealing capabilities such as scalability, flexibility, pay-as-you-go billing model [1]. In particular, elasticity [2, 3] has attracted application developers to move towards clouds to deploy their applications. Autoscaling [4–6], offered by public cloud providers (e.g., AWS), is the most common approach for attempting to achieve elasticity [7–13]. Autoscaling mechanisms and triggers monitor the utilization and behavior of current resources and adjust the size/amount of resources according to the fluctuation of workloads (e.g., job requests) and user-defined rules (e.g., upper-/lower-bound of CPU usage). However, autoscaling can often be sub-optimal because of its reactive nature [14]. The reactive nature often results in over- and under-provisioning of cloud resources, in turn, low cost-efficiency and high SLA (Service Level Agreement) violations. Therefore, many predictive approaches have been proposed [15–32] for addressing the limitations of reactive autoscaling.

The predictive approaches consist of two components; one is a workload predictor, which forecasts future job arrival time/rate; and the other is a resource management component, which allocates/deallocates cloud resources and maps user workloads to specific cloud resources. To achieve desired resource utilization and SLA satisfaction, it is crucial that the workload predictor should be optimized for the behavior of application workloads.

Existing predictive autoscaling managers often create and/or use a single static (or “one-size-fits-all”) workload predictor with a simple assumption that the target workload has a stable pattern (e.g., increasing, cyclic bursty, and on-and-off) over time. Therefore, this prediction model is typically built offline and often requires significant efforts and resources to build. Furthermore, since cyclic bursty is known as a typical workload pattern for cloud applications [33, 34], time-series based approaches are widely used as the one-size-fits-all workload predictor to handle cyclic workloads [15, 22–29, 35–44].

However, the “one-size-fits-all” approach is insufficient to address real-world cloud application workloads because the patterns of real workloads are usually unknown a priori. To confirm this problem, we quantified the accuracy of various predictors operating in different workload patterns. The measurement results (in Section 2) show that without prior knowledge of the workload pattern, a user is hard-pressed to pick a proper one-size-fits-all predictor for his/her workloads. Additionally, real workloads are complicated in that they may experience dynamic pattern-shift/ fluctuation over time. This dynamic nature of real workloads can be confirmed with traces from real-world cloud applications [45–48]. Figure 1 illustrates the job arrival rate of the traces within Google [49] and Facebook [50]. Neither trace follows regular patterns, and both traces are more likely to

1. We use a job, user request, and workload interchangeably.
be composed of short-lived interleaving patterns that have different characteristics. This dynamic fluctuation makes it difficult for a single static predictor to achieve high prediction accuracy through the lifetime of a cloud application. As Figure 1 shows, real workloads may not have clear and stable trend/seasonality. The lack of trend/seasonality implies that time-series models may not be the best choice for the cloud workloads in practice.

Consequently, a new approach is required to improve the accuracy of workload prediction for real-world workloads that have a variety of workload patterns and dynamic fluctuations. To this end, we have created the CloudInsight framework, inspired by a “mixture of experts” problem [51, 52]. Observing that different predictors excel at predicting different workload patterns, CloudInsight leverages the combined power of a diverse set of workload predictors. More specifically, CloudInsight dynamically creates an ensemble model that combines multiple predictors to predict the job arrival rate for the next time interval in the future. The weight of a predictor in the ensemble model is calculated at runtime based on the predictor’s accuracy for the current workload at previous time intervals. To determine the weights, we design a novel evaluation approach based on a SVM (Support Vector Machine) multiclass regression model. The ensemble model is recreated periodically to handle the dynamic fluctuations in a workload. Since CloudInsight is an open-architecture, any different predictors from users’ choice can be used in it.

This paper is based on our previous work [53], and we take a step further in the holistic performance evaluation of CloudInsight, particularly focused on how CloudInsight improves the overall performance in cloud resource management by minimizing the under-/over-provisioning state of the resources. More specifically, in this work, we provide an in-depth analysis of CloudInsight’s contribution to cloud resource management by measuring cost-efficiency and SLA satisfaction based on trustworthy simulation with representative cloud resource management mechanisms. The improvement aims to obtain a complete understanding of predictive resource management and workload predictors’ impacts in real clouds, as well as a better understanding of the effectiveness of our solution.

We have conducted comprehensive evaluations of the performance of CloudInsight with diverse real-world workload traces collected from cluster [49, 50], HPC (High-Performance Computing) [54], and web applications [55]. The experiment results show that CloudInsight outperforms existing time-series, machine learning, and specific custom predictors in every workload. CloudInsight has 13% to 27% better prediction accuracy with low overhead. Moreover, we also perform a trace-based simulation in combination with a representative resource management module. The results from the simulation study show that CloudInsight incurs 15% – 20% less under-/over-provisioning, resulting in 16% better cost-efficiency and 17% fewer SLA violations.

As a result, this work has the following contributions.

- **High accuracy and low overhead**: the CloudInsight framework is an online, multi-predictor based approach that performs highly accurate workload prediction with low overhead under dynamic cloud workloads with various patterns.
- **Online ensemble model**: a novel online mechanism to create an ensemble workload predictor. This mechanism dynamically assigns weights to each predictor by accurately estimating that the predictor’s relative accuracy for the next time interval using multi-class regression.
- **Thorough performance evaluation**: we perform a comprehensive evaluation of the accuracy and overhead of CloudInsight with various workload traces collected from real cloud applications, including cluster, HPC, and web applications.
- **A simulation study of resource management**: a trace-based simulation with an autoscaling component confirms the actual benefit of CloudInsight to the resource management for cloud applications.

We structure the rest of the paper as follows. Section 2 describes the motivation of this work. Section 3 presents the framework details and implementation of CloudInsight. In Section 4, we evaluate CloudInsight with real-world workload traces. We further evaluate CloudInsight with cloud resource management in Section 5. In Section 6, we perform a sensitivity analysis of CloudInsight with more diverse predictors. Section 7 provides discussion and future work of CloudInsight. In Section 8, we summarize related work. Finally, Section 9 concludes this paper.

## 2 Motivation: No One Predictor Fits All Cloud Workload Patterns

We first investigated the degree to which a single existing predictor could be used across multiple typical cloud workload patterns. That is, if an existing predictor could perform moderately well even in a worst-case cloud workload environment, then a reasonable approach would be to configure this predictor, deploy the application, and hope for a decent-case cloud workload, knowing that in worst-case it will still suffice. To determine if such a predictor already exists in the community, we evaluated the prediction accuracy of 21 widely-used prediction algorithms, including two naive2, six regression3, seven time-series4, and six machine-learning5 models. We used four well-
known/synthetic cloud workload patterns [56, 57]. Figure 2 shows four patterns used in this evaluation. The x-axis in the graphs indicates the time elapsed (unit: minutes), and the y-axis means the number of arrived jobs. It is worth noting that Figure 2 only shows part of the workloads in order to confirm the characteristics of the four workload patterns. The total duration of each workload is from 6 to 12 hours.

The performance of all predictors with four workload patterns is measured by MAPE (Mean Absolute Percentage Error). The evaluation results are reported in Table 1, showing the best three predictors and an average accuracy from all the evaluated predictors regarding the four different workloads. The result shows that top predictors vary considerably for different workload patterns. There is no single best workload predictor for all workload patterns – each workload pattern has its own best workload predictor. Moreover, the top three workload predictors for each workload pattern often show similar performance for the workload prediction, implying that best predictors could be changing if the workload contained more randomness or short-term burstiness [3]. It is also worth noting that in Table 1, the best predictors usually contain non-time-series models, such as SVMs or linear regression, because of the lack of trend and seasonality in certain patterns.

These results indicate that a single predictor, i.e., the “one-size-fits-all” style predictor, is not sufficient to address diverse workload patterns that current cloud applications often experience. Additionally, if an application experiences a change in their workload, a one-size-fits-all predictor that performs well for the past workload may be suboptimal for the future workload. Based on the results, it can be argued that a new prediction mechanism is needed. The new mechanism should dynamically determine the best predictors for a given time and also quickly change this setting in the event of dynamic fluctuation and/or phased change. However, to design such a multi-predictor-based approach, further research questions must be answered:

- **RQ #1 – How to determine the top (most accurate) workload predictor(s) when a workload is changing over time? (e.g., from a pattern to another one)**
- **RQ #2 – How to combine (ensemble) the top workload predictors when it is unsafe to assume any of the top predictors is the best due to the random noises in a workload?**

In the rest of this paper, we will describe how our approach – CloudInsight – addresses these problems to predict dynamic and diverse workloads.

### 3 APPROACH: CloudInsight

This section provides a detailed description of CloudInsight. Figure 3 illustrates the end-to-end architecture of CloudInsight. This framework consists of four main components: 1) a predictor pool, 2) a workload repository, 3) a model builder, and 4) CloudInsight workload predictor. The input of this framework is the actual/current workloads (e.g., job arrivals), and the output is the prediction for a near-future workload. The predictor pool is a collection of workload predictors. The workload repository stores the job history of the workload and the prediction history of all local predictors in the predictor pool. The model builder is responsible for creating an ensemble prediction model by evaluating the performance of the predictors in the predictor pool. CloudInsight workload predictor provides the forecast for the near-future workload using an ensemble model created by the model builder. This prediction will be utilized by resource managers for predictive resource (e.g., VM) scaling.

#### 3.1 Workflow of CloudInsight

Figure 4 depicts the workflow of CloudInsight. The workflow of CloudInsight runs through the following steps; 1) initial prediction and measurement (“initial step” in Figure 4), 2) ensemble model creation (“model creation” in Figure 4), and 3) workload prediction (“prediction” in Figure 4). Once the first step is finished, CloudInsight repeats the second and the third steps until the end of the workload. CloudInsight has two temporal interval parameters: (1) a prediction interval and (2) a model re-creation interval. The former is the interval to make a new future workload prediction, and the latter is the interval to re-create the ensemble model used by CloudInsight. The CloudInsight users set both intervals when

### TABLE 1

<table>
<thead>
<tr>
<th>Workload Pattern</th>
<th>On and Off Workload</th>
<th>Increasing Workload</th>
<th>Cyclic Bursty Workload</th>
<th>Random Workload</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-SVM</td>
<td>28%</td>
<td>28%</td>
<td>30%</td>
<td>43%</td>
</tr>
<tr>
<td>ARMA</td>
<td>30%</td>
<td>30%</td>
<td>30%</td>
<td>43%</td>
</tr>
<tr>
<td>G-SVM</td>
<td>44%</td>
<td>44%</td>
<td>44%</td>
<td>44%</td>
</tr>
<tr>
<td>Average</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
<td>31%</td>
</tr>
</tbody>
</table>

6. MAPE = \( \frac{1}{n} \sum_{i=1}^{n} | \frac{\text{Actual}_i - \text{Predicted}_i}{\text{Actual}_i} | \times 100\% \)
Section 3.2 explains the local predictors in detail. CloudInsight workload is also initiated. For the initial period (e.g., the arrive in a cloud application, a prediction for the future Initial Prediction and Measurement. When jobs begin to arrive in a cloud application, a prediction for the future workload is also initiated. For the initial period (e.g., the first 30 minutes or 1 hour), CloudInsight either uses a simple ensemble workload prediction model that all local predictors have the equal contribution (weight) or relies on user’s selection of the weights (the user can allocate a higher weight for a particular predictor). The use of a simple ensemble model here is because, during the initial period, CloudInsight does not have enough accuracy history for the local predictors. It is impossible to meaningfully assign weights to the predictors without this history.

Ensemble Model Creation: Once the initial (measurement) step finishes and initial accuracy history is collected, CloudInsight creates an ensemble prediction model based on the procedure described in Section 3.4. This ensemble model is used to predict future workload. After the expiration of the model re-creation interval, the ensemble model will be re-created.

Workload Prediction. This step is performed at every predefined prediction interval with the ensemble model, which is created from the previous step. The ensemble model combines the predictions from the local predictors in the predictor pool. This prediction can then be used by a resource management component for resource scaling.

7. The local predictors indicate the predictors in the predictor pool. Section 3.2 explains the local predictors in detail.
of all local predictors for past prediction history. The performance vector is an \( n \times m \) matrix as formulated below:

\[
PV = \begin{bmatrix}
PE_{1,1} & PE_{1,2} & \cdots & PE_{1,m} \\
PE_{2,1} & PE_{2,2} & \cdots & PE_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
PE_{n,1} & PE_{n,2} & \cdots & PE_{n,m}
\end{bmatrix}
\] (1)

where \( n \) is the number of the local predictors and \( m \) is the past (consecutive) prediction points. \( PE_{i,j} \), an element of \( PV \) matrix, is the prediction error of \( i \)th local predictor at \( j \)th prediction point. \( PE_{i,j} \) is measured by squared error \( ((\text{Prediction}_{i,j} - \text{Actual}_{i,j})^2) \). A single \( PV \) represents a set of prediction errors of all \( n \) local predictors for past \( m \) prediction points. (In our evaluation, CloudInsight uses a window size of 50 for \( m \) in \( PV \). This configuration works well for our case.)

**Soft-Min Normalization.** An issue of \( PV \) is that each element \((PE)\) of the \( PV \) matrix is the absolute squared error of each local predictor at certain prediction point. Since a \( PE \) represents the absolute prediction errors at a particular time interval, two \( PEs \) from different time intervals cannot be directly compared to determine which is more accurate (i.e., which has smaller error). Therefore, we normalize \( PEs \) so that they can be directly compared. To normalize all \( PEs \) in a \( PV \), we use a soft-min normalization function that transforms each element \((PE)\) into a real number between 0 and 1. The soft-min function is shown in Equation (2).

\[
\text{Soft-Min}(PE_{i,j}) = 1 - \frac{e^{-PE_{i,j}}}{\sum_{k=1}^{n} e^{-PE_{k,j}}}
\] (2)

The input of Equation (2) is an element \([(PE)_{i,j}]\) of \( PV \). The numerator is the exponentially inverse transform of the \( PE \) that we want to normalize. The denominator is the sum of exponentially inverse transforms for all \( PEs \) at a particular prediction point (a single column in the \( PV \)). Also, this normalized value is subtracted from 1 so that higher values mean better performance (smaller prediction errors) of the local predictors. The upper bound of the normalized soft-min value is 1, while the lower bound is 0. A local predictor always has a soft-min value between 0 and 1. After this step, the sum of each column in a \( PV \) is 1. Intuitively, the soft-min value for a predictor at a particular prediction point can be viewed similarly as the probability of it being the best predictor for this prediction point.

### 3.4 Ensemble Predictor Builder

The **model builder** evaluates the local predictors, determines the best predictors among them, and creates an ensemble prediction model of top predictors with different weights. This model builder is inspired by a mixture of experts (MOE) problems [51, 52]. The essential insight of the MOE is that a collective result (e.g., ensemble) of all local experts is often better than a decision from a single expert [58]. In our case, each local predictor can be considered as a local expert in the MOE problem. Unlike a general MOE approach, which leverages a simple linear combination of all local experts, we create an ensemble model combined by the local predictors with different weights, because different local predictors work best for different workload patterns (or a particular part of dynamic real-world workloads). A higher weight of a local predictor indicates better performance for the current workload, and thus potentially better for the future.

Evaluating the local predictor is the most important step of the **model builder** to create an ensemble prediction model. We formulate this evaluation as a multiclass regression problem and use Gaussian SVM regression model [59]. The following paragraphs give a detailed description of how the ensemble model is trained and used to make workload predictions.

**Training Dataset and Prediction Inputs.** Both training dataset and the prediction input dataset are represented as a collection of \( PVs \) as discussed in Section 3.3. However, these two datasets use separable \( PVs \) that cover different temporal windows. Suppose time \( t \) indicates the current prediction point, \( l \) is the size of training dataset, and \( m \) means the length of columns in \( PVs \). The training dataset covers the history of the local predictors’ performance between \( t - m - l \) and \( t - 2 \). The training dataset is expressed as \( \{ PV_{t-m-1}, PV_{t-m-2}, ..., PV_{t-3}, PV_{t-2}\} \). The prediction input dataset, which is used to predict the job arrival rate at time \( t \), is the \( PV \) at \( t - 1 \) prediction point and is expressed as \( \{ PV_{t-1}\} \). Figure 5 illustrates the temporal coverage of the training data set and prediction input data set.

**Evaluation of Local Predictors.** As we mentioned previously, we reduce the “evaluating local predictors” problem to the “multiclass regression” problem. A multiclass regression problem gives the probabilities of whether an observation belongs to a set of categories. Consequently, with a “multiclass regression” model, we can evaluate the probability that a local predictor is the most accurate predictor for the future workload. More specifically, we employ Gaussian SVM model for this classification problem. The evaluation with the SVM model follows a typical machine learning process; training and prediction. The SVM model is trained with the aforementioned training dataset. After training, this model can provide its projection for all local predictors. The output vector of this model is shown below.

\[
Y = \begin{pmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_{n-1} \\
\omega_n
\end{pmatrix}
\] (3)
The output of this SVM model is a $n \times 1$ matrix. Thanks to the soft-min normalization, all items in this output matrix are real numbers ($\omega$) between 0 and 1. A higher value of $\omega_i$ (close to 1) indicates that $i$th predictor has a higher possibility to be the best predictor for workload prediction. Likewise, a lower value of $\omega_j$ (close to 0) suggests that $j$th predictor has a lower probability of being the best.

**Creating an Ensemble Model for Workload Prediction.** The ensemble workload predictor directly uses the output from the evaluation results of the local workload predictors. This ensemble model is constructed with Equation (4).

\[
\text{Ensemble Model: } \frac{\sum_{i=1}^{n} \omega_i P_i}{\sum_{i=1}^{n} \omega_i} \quad (4)
\]

$\omega_i$ is the output from the previous step, and $p_i$ is the prediction from a local predictor. By employing $\omega_i$, this ensemble model gives higher weights to potentially more accurate local predictors and lowers weights to potentially less accurate local predictors. The result of this ensemble model is the prediction of the current and near-future job arrival rates, which can be utilized by other resource management components (e.g., VM scaling). Also, the predictions of the local predictors in the ensemble model will be updated to the *workload repository* for further evaluation of the local predictors. Note that the ensemble model is not necessarily created at every prediction point since this model requires the entire process of evaluating the local predictors, which is time-consuming. The ensemble model will be re-created periodically with a predefined time interval. In our evaluation (Section 4), we recreate the ensemble model after finishing every five predictions, which works well for our case.

**3.5 Implementation of CloudInsight**

We implemented CloudInsight with Python 2.7 on Ubuntu 16.04 LTS. To implement the local predictors in the *predictor pool* and the evaluation step of the *model builder*, the following statistics and machine learning libraries are used; NumPy, Statsmodels, Pandas, and scikit-learn.

For implementing the local predictors, while our goal is to improve/maximize the prediction accuracy, a deterministic processing time of the local predictors is desirable. This requirement is because CloudInsight collaborates with a resource manager that should adequately prepare cloud resources before the actual job arrives. We use a grid search [60] to determine the parameters for the local predictors with a tradeoff between the accuracy and the prediction overhead. We consider parameters of $0 < \alpha < 1$ for BRDES, 1st to 3rd order for other time-series models (AR, ARMA, ARIMA) and $10^{-3}$ to $10^{-5}$ for soft margin and kernel parameters in SVMs.

For the implementation of the ensemble predictor builder (the SVM multi-regression model), we aim more at improving the performance of an ensemble model. To this end, we also take the same approach (grid search) with the way of tuning the local predictors, but we examine a broader range for soft margin and kernel parameters of SVM model $10^{-6}$ to $10^{-6}$ to yield better results. We use various synthetic workloads [56, 57] to guide the above processes of parameter selection. To ensure fair evaluation and avoid over-fitting, we did not use real workloads in parameter selection. Real workloads [45, 46, 54, 55] are only used to evaluate CloudInsight.

**4 Performance Evaluation**

**4.1 Evaluation Setup**

**4.1.1 Workload Datasets**

To evaluate CloudInsight, we used three categories of workload traces from real-world cloud applications: 1) Cluster workload traces from Google [49] and Facebook [50], 2) Scientific/HPC workloads from the Grid Workloads Archive [61] and 3) Wikipedia web traces from WikiBench [62]. These three groups of workload datasets allow us to evaluate CloudInsight with diverse scenarios of application deployment on clouds. We provide details on the characteristics of these workloads in Section 4.2.

**4.1.2 Local Predictors**

In this evaluation, we select 8 well-known workload predictors from the regression, time-series, and machine learning, and add them to the predictor pool in CloudInsight. The 8 local predictors are Linear regression [18, 63–66], WMA [28, 42, 43], BRDES [22, 23, 36], AR [24, 37, 67, 68], ARMA [25, 26, 38–40], ARIMA [27, 29, 41], Linear SVM [69], and Gaussian SVM [19, 70]. These predictors are chosen based on their performance with four different simulated workloads in the motivation measurement (Section 2). On average, these 8 predictors showed the highest accuracy for predicting four simulated workloads. More details about these local predictors are described in Appendix A.1.

**4.1.3 Evaluation Goals**

We have two goals in evaluating the performance of CloudInsight. First, we measure the accuracy of CloudInsight regarding the forecasting future job arrival rate (Section 4.3). We then evaluate the overhead of CloudInsight since prediction within deterministic time is a prerequisite of workload predictors (Section 4.4).

**4.1.4 Performance Metrics**

To measure the prediction accuracy of job arrival rate, we employ both MAPE and RMSE (Root Mean Square Error)\(^8\). Once we obtain RMSE results, all results are normalized over the result from CloudInsight to see the relative differences. 1.0 means the results of CloudInsight.

To evaluate the overhead of CloudInsight, we define the processing overhead as the *time* for “job arrival rate prediction process” and “ensemble model recreation process.” We measure the actual processing time on a Linux Server with 8 CPUs (AMD Opteron Processor 4386) and 16G RAM.

**4.1.5 Baselines**

We compare CloudInsight against four predictors; ARIMA, SVM, FFT (Fast Fourier Transform), and RSLR (Robust Stepwise Linear Regression). We choose ARIMA and SVM from the local predictors because they are widely used in many predictive approaches [19, 27, 29, 69, 70] as well as the two best “one-size-fits-all” predictors that we have experimented

\[^{8}\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \text{Predicted}_i - \text{Actual}_i \right)^2}\]
4.2 Evaluated Workloads

While the workload datasets contain various characteristics, this work focuses on its temporal characteristics, i.e., job arrival rate. We extract temporal behaviors of job submissions in the workloads. Table 2 describes the summary of the characteristics of the workloads. We also choose workloads with a variable length of duration (lifetime) and density of job arrivals to show the generality of CloudInsight. The following paragraphs outline the backgrounds of such workloads.

4.2.1 Cluster Workloads

These workloads represent the behaviors of cloud applications for cluster and big data analytics (e.g., Hadoop). We use Google Cluster trace [49] and Facebook Hadoop traces [50]. Google workload contains 2 millions of job arrival data for a one-month period. Facebook dataset contains 1 million of job submissions. Particularly for the Facebook workload, we use 4 sample traces (two traces from 2009 and two traces from 2010), each represents 1-day job submissions. The examples of visualizing such workloads are shown in Figure 1 in Section 1 (Introduction). We only show two of the cluster workload, but the other three workloads from Facebook have similar characteristics with Figure 1(b). The cluster workloads are varying significantly and have a dynamic nature of job submissions.

4.2.2 Web Workloads

These workloads represent the behaviors of web applications, which is a common application model on clouds.

4.2.3 HPC Workloads

The clouds are also actively used by many HPC applications to support diverse areas of scientific computing. Five workloads are used for HPC scenarios on the clouds. i.e., Grid5000 [74], NorduGrid [75], AuverGrid [76], SHARCNet [77], and LCG (LHC Computing Grid) [78]. These workloads respectively contain 62.5K jobs, 122K jobs, 2.3M jobs, 188K jobs, and 435K jobs for various periods.

We use three days of Wikipedia traces in September 2007. We focus on access log for (global) Wikipedia pages [71], German [72], and Japanese main page [73] of Wikipedia. The datasets have 823K (global), 76.5K (German), and 51K (Japanese) of user accesses. These Wikipedia workloads are illustrated in Figure 6. Wikipedia workloads generally show strong seasonality and trend characteristics, but the Japanese main page has an unexpected spike of user access.

4.3 Prediction Accuracy of CloudInsight

To compare the accuracy of CloudInsight, with the baselines, we use various time intervals for the workload prediction,
as shown in Table 2. This prediction interval may affect its prediction accuracy because a longer prediction interval may provide a smoothing effect on the workload patterns. Evaluation with the various time interval minimizes this impact and averaging them offsets the variation. In general, we use the prediction intervals from 30 seconds to 1200 seconds with a step of 30 seconds. Especially for AuverGrid with one year period, we use the prediction intervals with a range from 3600 seconds (1 hour) to 86400 (24 hours) with a step of 3600 seconds. For the model re-creation interval, we recreate and update the SVM model for evaluating the local predictors at every five predictions of future workloads.

4.3.1 Accuracy with Cluster Workload

The RMSE results of job arrival rate predictions of the five approaches are shown in Figure 8 (all RMSE results are normalized to CloudInsight). On average, CloudInsight is 13% – 27% more accurate than the four baselines. Because the cluster workloads do not have a stable seasonality and a trend, it is difficult for a single model (ARIMA, SVM, FFT, or RSLR) to accurately detect certain patterns from the cluster workloads to predict future changes. However, CloudInsight can keep adjusting the weights for each predictor and create a new ensemble model periodically to fit the changes in the workload. Therefore, CloudInsight can show better performance for workload prediction.

Table 3 reports MAPE results of all five predictors with cluster workloads. CloudInsight shows the lowest MAPE against four baselines and has 4% to 32% more accurate than others. While CloudInsight is the most accurate predictor, it also shows high prediction errors (over 40% of MAPE) for three cluster workloads (e.g., Facebook #1, #2, and #3). This is mainly due to the dynamic nature of cluster workloads, and the job arrival rate is highly fluctuating. For the three Facebook workloads, other baselines show even higher errors like 60% to 70% of MAPE.

Figure 9 shows the CDF (Cumulative Distribution Function) of prediction errors in web workloads. We only show four results (without Facebook #4) from cluster workloads due to page limitations. The results from Facebook #4 shows a similar graph with the other three Facebook workloads. The x-axis represents absolute prediction error, i.e., |Prediction – Actual|, while the y-axis gives the

<table>
<thead>
<tr>
<th>Workload</th>
<th>CloudInsight</th>
<th>ARIMA</th>
<th>SVM</th>
<th>FFT</th>
<th>RSLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>20%</td>
<td>25%</td>
<td>29%</td>
<td>33%</td>
<td>33%</td>
</tr>
<tr>
<td>Facebook #1</td>
<td>54%</td>
<td>62%</td>
<td>58%</td>
<td>65%</td>
<td>68%</td>
</tr>
<tr>
<td>Facebook #2</td>
<td>48%</td>
<td>55%</td>
<td>62%</td>
<td>70%</td>
<td>65%</td>
</tr>
<tr>
<td>Facebook #3</td>
<td>46%</td>
<td>56%</td>
<td>65%</td>
<td>51%</td>
<td>74%</td>
</tr>
<tr>
<td>Facebook #4</td>
<td>32%</td>
<td>38%</td>
<td>42%</td>
<td>50%</td>
<td>48%</td>
</tr>
</tbody>
</table>

Fig. 8. Normalized RMSE results in cluster workloads (1.00 means the result from CloudInsight and higher values indicate worse performance. FB indicates Facebook. CI means CloudInsight.)

Fig. 9. CDF of prediction errors in cluster workloads (Absolute Error = |Prediction – Actual|)

Fig. 10. Normalized RMSE results in web workloads

Fig. 11. Normalized RMSE results and CDF of prediction errors in web workloads
4.3.2 Accuracy with Web Workload

The RMSE results for web workloads are shown in Figure 10, and CloudInsight outperforms the baselines again. On average, CloudInsight has 12% – 17% of fewer errors than the baselines. Because web workloads usually have strong seasonality and trends, all baselines perform better than when predicting cluster workloads. Especially, both FFT and LRSR have a significant improvement in their accuracy. However, although web workloads have relatively stable seasonality and trends, such characteristics can still change over time, albeit less abruptly. Also, as shown in the Wiki Japanese workload, web workload could have a sudden spike of user accesses. CloudInsight can identify the seasonality and trends as well as detect the changes (or spikes) in them. Thus, it can provide better prediction results.

Table 4 describes the MAPE results with three web workloads. Similar to the RMSE results, CloudInsight outperforms all the baselines. In particular, CloudInsight shows 4%, 15%, and 19% of MAPE results with Wikipedia global page, Wikipedia German page, and Wikipedia Japanese page, respectively. These results indicate, on average, a 6% improvement over four baselines.

Figure 11 illustrates the CDF of prediction errors in web workloads. Similarly, the majority of CloudInsight’s errors are still smaller than those of the baselines.

4.3.3 Accuracy with HPC Workload

Figure 12 shows the normalized RMSE results in the five HPC workloads; Grid 5000, NorduGrid, AuverGrid, LCG, and SHARCNet. On average, CloudInsight is 19% more accurate than the four baselines with all the five HPC workloads. Our HPC workloads exhibit a broad range of characteristics. The Grid 5000, AuverGrid, and SHARCNet workloads are bursty and random. They also lack seasonality and trends. The NorduGrid and LCG workloads have relatively clearer seasonality (among HPC workloads), although it is much more bursty and noisier than web workloads. The measurement results with various HPC workloads indicate that CloudInsight can correctly assign weights to the local predictors based on current workloads behaviors so that it can predict with the best predictors for the future workload.

Table 5 contains MAPE results with HPC workloads from the five predictors. In this evaluation, CloudInsight can maintain the lowest MAPE results among all the predictors by providing the most accurate predictions. Similar to the cluster workloads, CloudInsight also shows high MAPE results (over 40%) for Grid 5000, AuverGrid, and SHARCNet workloads. The high MAPE results are mainly due to the characteristics of workloads that job arrivals in HPC workloads can be dynamically fluctuating with several bursty (e.g., sudden traffic spike) and intermittent periods (e.g., no job submissions) so that predicting workloads with such characteristics are very challenging for all workload predictors. And it is also important to emphasize that, on average, MAPE of CloudInsight is 12.8% lower (more accurate) than MAPE from the baselines.

Figure 13 shows the CDF of the prediction errors in the HPC workloads. The results from HPC workload traces are similar to the two previous cluster and web workload types. The curves for CloudInsight are more skewed to the left, indicating that CloudInsight has fewer errors than other baselines. Please note that in Figure 13, we only show results from four HPC workload traces and exclude the CDF result from NorduGrid due to page limitation. However, the CDF of prediction errors in NorduGrid shows a similar trend with other HPC workloads.

4.4 Overhead of CloudInsight

Forecasting future workloads within a short and deterministic amount of time is also a very critical property for all predictive resource scaling systems. Here, we evaluate the overhead of CloudInsight and the four baselines. For the baselines, we only consider “prediction overhead” for this evaluation as there is no additional overhead due to the ensemble model reconstruction for them. We define “prediction overhead” as the time that it takes to make predictions at a given time point. For CloudInsight, we measure both “prediction overhead” and “modeling overhead.” We define the modeling overhead as the time that CloudInsight takes to create a new ensemble prediction model.

4.4.1 Prediction Overhead

Table 6 gives the average prediction overhead for all the approaches. On average, CloudInsight takes 34ms to make a prediction, while other methods show lower prediction overhead. i.e., ARIMA takes 26ms, RSLR takes 21ms, FFT takes, 6.3ms and SVM takes 0.38ms. Although SVM has
the lowest overhead among the approaches, it has less accuracy than CloudInsight and the others for the majority of our workloads. Even though CloudInsight leverages 8 local predictors, it takes only 12 ms more time as compared to ARIMA. This prediction overhead (34 ms) is achieved with parallel processing of all local predictors. When predicting the future job arrival, CloudInsight invokes all local predictors, and then each predictor forecasts the next job arrival individually. Thus, the prediction overhead of CloudInsight is significantly affected by the prediction overhead of the slowest local predictor. In our case, ARIMA was the slowest predictor among the eight local predictors, and it has about 30 ms of prediction overhead. Once all the predictors finish their prediction, CloudInsight calculates the weight of each predictor and generates the final prediction result.

Although CloudInsight has the longest prediction time among five predictors, the absolute prediction time (34 ms) is still negligible compared to workload prediction intervals and resource reconfiguration intervals. Because the overhead from cloud infrastructure is usually higher than 30 seconds (e.g., VM startup time [79]), autoscaling resource managers often reconfigure their resources at an interval higher than 30 seconds. As CloudInsight’s prediction time is much shorter than the prediction interval, it imposes a very limited impact on an autoscaling resource manager.

### 4.4.2 Ensemble Modeling Overhead

The ensemble modeling overhead of CloudInsight is defined as the time to create a new ensemble model. The results of this overhead are shown in Figure 14. Limited by space, we only show the results from the largest workloads, which are Google, Wiki Global Main, and AuverGrid. The overheads results from the other workloads are smaller than these three workloads. In the worst cases, it takes 0.8-1.1 seconds to create a new ensemble model. The average modeling time is less than 155 ms. This overhead is still negligible in practice because CloudInsight creates a new ensemble model and makes predictions within the autoscaling resource reconfiguration intervals as stated previously.

### 5 Case Study: Predictive Resource Management with CloudInsight

This section performs further analysis of CloudInsight. Specifically, we conduct a simulation-based study with...
predictive resource management and evaluate the benefit brought by CloudInsight to cloud resource management.

5.1 Simulation Setup

We design a representative resource management system of cloud resources as shown in Figure 15. We embed CloudInsight and the four baselines (SVM, ARIMA, FFT, and RSLR) to the simulation model of the resource management module. All these experiments are conducted on a trace-based simulator [80], which closely resembles the behaviors of real cloud applications. Our simulation model is composed of three sub-components; (1) workload generator, (2) resource manager, and (3) cloud infrastructure (public cloud).

The workload generator creates user requests (job arrivals) as per the workload traces (e.g., cluster and HPC workloads) and uses the same configuration with Table 2. Each job is also associated with a randomly generated deadline. The resource manager is responsible for determining predictive scaling decisions to handle the incoming workloads. The workload predictors (e.g., CloudInsight, the four baselines) are part of this resource manager. For the scaling-out operation, the workload predictor forecasts the future job arrival rate, and the manager adds more resources if the demand is higher than the currently available VM resources. For the scaling-in operation, the manager checks the status of VMs in every minute and terminates the VM if the VM has no further jobs to process. For the cloud infrastructure (public cloud) setting, we use an on-demand homogeneous VM type for the simplicity of this evaluation and use a minute-based pricing model for the cost calculation.

5.2 Simulation Results

We used three metrics to evaluate the effectiveness of the resource manager; (1) cloud usage cost, (2) job deadline miss rate, and (3) under-/over-provisioning time. A higher cloud usage cost means that the VMs are more likely to be over-provisioned (poor cost-efficiency). A higher job deadline miss rate indicates that the VMs are more like to be under-provisioned (more SLA violations). Figure 16 and 17 depict the costs and job deadline miss rates of all approaches with cluster and HPC workloads. The results show that the resource manager using CloudInsight has the lowest cost and lowest job deadline miss rate. On average, CloudInsight shows 14% – 22% better cost-efficiency and 12% – 21% less job deadline miss rate as compared to the baselines. Table 7 shows the normalized under-/over-provisioning time of baselines. These accumulated under-/over-provisioning periods (from the baselines) are normalized over the results from CloudInsight. As the results show, CloudInsight has 15% – 19% less under-/over-provisioning periods compared to the baselines. These results imply that as CloudInsight increases the accuracy of future job arrival rate predictions, it can significantly reduce the under-/over-provisioning of the cloud resources. The low under- and over-provisioning periods also mean that the resource manager with CloudInsight always provides the proper and accurate amount of VM resources according to the actual workload changes while retaining a high SLA satisfaction rate and cost-efficiency.

6 SENSITIVITY ANALYSIS OF CloudInsight WITH MORE PREDICTORS

In Section 4, we use only 8 local predictors to measure the performance (accuracy and overhead) of CloudInsight. However, the group of local predictors may affect the accuracy of CloudInsight. As CloudInsight has no limitation in leveraging the number of predictors, we perform a sensitivity analysis of CloudInsight with more number of local predictors to confirm how this change affects its performance.

To evaluate the impact of the composition of local predictors, we measured the accuracy and overhead of CloudInsight by adding 13 more local predictors (in total 21 local predictors) that are mentioned in Section 2. As we discussed in Section 2, these 13 predictors showed lower average accuracy than the 8 predictors used by CloudInsight. In practice, it may be difficult for a user to determine which predictors are better than the others for his/her workload. Therefore, a user may be inclined to include all known predictors, many of which could have low accuracy. By including more predictors, this evaluation aims at determining whether CloudInsight can still correctly pick the best predictors from a large pool of mixed predictors.

6.1 Accuracy Sensitivity

Figure 18 shows the normalized accuracy of using 21 predictors. CloudInsight with 21 predictors has similar or even better accuracy than predictions using 8 predictors. In particular, when predicting Web and HPC workloads, CloudInsight with 21 predictors produces better accuracy than CloudInsight with 8 predictors. The improved results show that the model builder of CloudInsight can correctly evaluate the accuracy of local predictors and correctly assign higher weights for good predictors and lower weights for poor predictors. Furthermore, for certain parts of a workload, a predictor from the additional 13 predictors may perform better than any of the 8 average-best predictors. The higher accuracy in Web and HPC workloads indicates that CloudInsight can correctly catch the accuracy benefits from the additional 13 predictors for certain parts of the workloads and utilize their better accuracy to improve overall prediction results. These

<table>
<thead>
<tr>
<th>Cloud</th>
<th>ARIMA</th>
<th>SVM</th>
<th>FFT</th>
<th>RSLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>15%</td>
<td>18%</td>
<td>15%</td>
<td>19%</td>
</tr>
</tbody>
</table>

9. The 13 more predictors include mean-based model, kNN, polynomial and quadratic regression, local regression models, exponential moving average, Holt-Winters DES, decision tree, and three ensemble models (gradient boosting, extra-trees, random forest). More details about these additional 13 local predictors are described in Appendix A.2.
results also show that CloudInsight is a generic framework that can be used with a myriad of types of predictors.

However, we also experience that CloudInsight with 21 predictors can perform slightly worse than CloudInsight with 8 averagely-best predictors. This case is found in the evaluation with Facebook #2, and CloudInsight with 21 predictors shows a slightly lower (1.3%) performance than the original CloudInsight. This worse performance may happen when evaluating the future accuracy of local predictors (described in Section 3.4), CloudInsight may incorrectly weight more on poor predictors, which slightly impact on the overall prediction accuracy of the final ensemble model. This case indicates that CloudInsight still has room for improvement.

### 6.2 Overhead with More Predictors

While using more predictors does not hurt (sometimes even improves) prediction accuracy, using more predictors increases the prediction overhead of CloudInsight. With 21 predictors, CloudInsight was 3.85x slower than only using 8 predictors. We observe that most overhead comes from re-creating the ensemble model: more local predictors exponentially increases the overhead for model re-creation. It is worth noting that even though using 21 predictors is slower, the absolute time for prediction and model re-creation is still much smaller than the prediction and model re-creation intervals (or resource reconfiguration interval). Therefore, the overhead of 21 predictors has a limited impact on practical usage. However, if a user has a much larger set of potential local predictors, he/she may want to limit the number of predictors employed to reduce overhead. In the future, we will investigate how to determine the optimal types/numbers of local predictors for CloudInsight.

### 7 Discussion and Future Work

#### 7.1 Determining the Prediction and Modeling Intervals

CloudInsight requires two user inputs, which are an ensemble model re-creation interval and a prediction interval (described in Section 3.1). These two intervals play an important role since they may impact on the overall accuracy of and the overhead of CloudInsight. Regarding the model recreation interval, a smaller value of the re-creation interval is better for CloudInsight than a larger value of the interval because CloudInsight will create the ensemble model more frequently (with a smaller interval), in turn, can have a more accurate final model. However, to determine the interval of the model re-creation, the overhead caused by CloudInsight also needs to be considered. So we recommend users to determine a tradeoff value for this interval. Regarding the decision of the prediction interval, the CloudInsight users should consider application dynamics (as you commented), resource management and job scheduling, as well as workload dynamics.

To help CloudInsight users’ decisions on two intervals, we will develop an automated approach, which is to find optimal (or near-optimal) parameters and dynamically tune/update the values for the intervals. The automated approach is not only to maximize the overall prediction accuracy but also overhead caused by CloudInsight needs to be manageable. We will investigate Bayesian Optimization with hyperparameter tuning [81] and/or reinforcement learning.
learning [82] to optimize and tune the values for two intervals at run-time.

7.2 Deployment of CloudInsight on Production Cluster

When deploying CloudInsight on a production cluster to predict future workload to real-world applications, CloudInsight may need to collaborate with open-source monitoring tools like Sysdig [83], cAdvisor [84], and Prometheus [85]. These monitoring tools offer capabilities to monitor network IOs of managed applications, and the network IOs can be a feature to be interpreted as job arrivals. Thus, we will first investigate whether the change of network IOs has a correlation with job arrivals in the managed applications. If there is a correlation between network IO changes and job arrival, the monitoring tools can be potentially integrated with CloudInsight. Then, we can develop CloudInsight’s APIs to communicate with target monitoring tools and translate network IOs into (numerical) forms, so that local predictors can take the network IOs as input parameters. With these two steps, in the near future, we will improve CloudInsight in order to provide proper instructions and APIs that can support various open-source monitoring tools to support user applications running on production clusters.

8 Related Work

A wide variety of predictive approaches has been proposed with an emphasis on accurately forecasting temporal and other properties (e.g., resource needs, data size) of cloud workloads. Most notably, employing a “one-size-fits-all” style workload predictor is the mainstream of such proposals. Diverse models from statistical and machine learning domains are used to design the workload predictor. These models are generally relying on regression, time-series, and machine learning [69, 70, 86, 87]. Among them, time-series approaches are the most popular approach. (ES [22, 23, 35, 36], AR [24, 37, 67, 68], ARMA [25, 26, 38–40], ARIMA [27, 29, 41] and others [28, 42, 43]). However, as discussed in Section 2, such single predictor based approaches are not sufficient to address the dynamics and burstiness of cloud workloads and can show poor performance for unknown workload patterns. Further, several custom predictive approaches are developed to address dynamic cloud workload patterns. PRESS [21] and CloudScale [17] employ a custom predictor composed of FFT and Markov model. FFT is used to detect a signature of workload patterns, and the Markov model is to address a short-term change of the workloads. However, in practice, it is challenging for cloud users to determine the transition probability of the Markov model correctly. Wood et al. [15] developed a hybrid approach, combining robust linear stepwise regression and model refinement. This technique requires offline profiling for the initial linear model creation, but CloudInsight is a purely online model that does not require such offline profiling steps.

To overcome the limitations of the “one-size-fits-all” predictors, multi-predictor approaches are also proposed. These approaches are in the spirit similar to CloudInsight because they are designed to provide more generic and adaptive nature to their target application and resource management infrastructure. Khan et al. [88], Herbst et al. [89], Liu et al. [63], and Züfle et al. [44] proposed an adaptive model for workload prediction. These approaches employ a classification, clustering (e.g., decision tree), and/or recommendation system based on incoming workloads, and these approaches statically allocate the best predictor for the particular type of workloads to increase the performance of workload prediction. However, for real workloads without clear seasonality and trend, it is hard to enumerate all possible classes a priori. Therefore, these approaches are not general enough to handle unknown, varying, and/or non-typically-patterned real workloads. CloudInsight, on the other hand, makes no assumption about the class/type/patterns and thus can handle these real workloads. Moreover, the extra step of classification and clustering adds additional overhead to each job arrival prediction.

ASAP [90] and Vadara [91] are two ensemble approaches with multiple workload predictors. These two approaches use a simple assumption to determine contributions from each individual predictor, i.e., recent the best predictors (e.g., the lowest cumulative error during the previous monitoring interval [30]) will perform the best for the near future. However, we observe that this assumption is not always true. Especially, the workloads with short-term burstiness [3] can break this assumption. Unlike these approaches, we utilize a much longer history in CloudInsight and employ a multi-class regression model to predict the future accuracy of local predictors. Therefore, CloudInsight can provide more robust weights and more accurate predictions.

Due to the proliferation of deep learning [92], there are several approaches to apply deep learning models to cloud workload prediction [93–98]. In particular, LSTM [99] or LSTM-variants [93, 95, 98] are considered as a powerful tool for predicting future workloads because of LSTM’s capability for time-series prediction. However, deep learning-based models, including LSTM, require a massive amount of (workloads) training dataset and computing resources. On the other hand, CloudInsight is a lightweight (as evaluated in Section 4.4.1 and 4.4.2), and it can be promptly adapted to sudden changes in the cloud workloads.

9 Conclusion

This paper presents CloudInsight– an online workload prediction framework to address dynamic and highly variable cloud workloads. CloudInsight employs a number of local predictors and creates an ensemble prediction model with them by dynamically determining the proper weights (contributions) of each local predictor. To determine the weights, we formulate this problem as a multi-class regression problem with a SVM classifier.

We have performed a comprehensive study to measure the performance and overhead of this framework with a broad range of real-world cloud workloads (e.g., cluster, web, and HPC workloads). Our evaluation results show that CloudInsight has 13% – 27% of better accuracy than state-of-the-art one-size-fits-all style predictors, and it also has low overhead for predicting future workload changes (< 100ms) and (re)creating a new ensemble model (< 1.1sec.).

In conclusion, the mechanism and evaluation results of CloudInsight show that our approach is capable of addressing real-world cloud workloads that have dynamic and high
variable nature. This work will help other cloud researchers and practitioners design a new predictive method for managing and scaling cloud resources autonomously.
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